Definition and Overview



Introduction

Machine Learning

Foundations | Statistical modelling
QO />

Accuracy | Systematically improvable through data and training

\ Specialty | Universal, scale-bridging, data-driven approach
O/ Limitation | Requires training data, no black box




Nomenclature

Features, (“representation”) Training data

. f(x,) = f,
f(x) = <some expression of x> fx) = .
f(xc) = f¢
Property Model
Labels

Training points



Quantum chemistry picture

Features
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Representations
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Traditional methods

Double hybrid functionals (DH-GGA)
p(r), Vp(r), V2p(r), HFX, MP2

Hybrid functionals (GH-GGA)

p(r), Vp(r), Vp(r), HFX
DFT accuracy meta-GGA (mGGA)
p(r), Vp(r), V*p(r)

Generalized Gradient Approximation (GG

A)
p(r), Vp(r)
Local Density Approximation (LDA;
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Summary Definition and Overview

Machine Learning is statistical modelling

Re-use of previous information

Traditional methods (quantum chemistry, QC) are still used as reference
Scaling with system size of QC unfavourable

QC does not always agree with itself

Features = arguments of the learned function

Labels = results of the learned function
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